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 Speech perception processes are undoubtedly among 
the most complex mechanisms of functioning in the human 
brain. The nature of linguistic representation in the brain 
remains an enigma despite an enormous number of studies 
on this question. The development of methods for recording 
the processes of brain operation has allowed us to approach 
a solution to the questions of the neurophysiology of speech 
and language. EEG methods provide for recording of 
event-related potentials (ERP) in the human brain with high 
time resolution during speech perception.
 A particular method for studying the neural mecha-
nisms underlying speech functions is provided by the early 

component of event-related potentials – mismatch negativi-
ty [20, 24]. The fi rst data using auditory MMN, confi rming 
the existence of memory traces for language stimuli, were 
obtained by Näätänen et al. [19] using materials in Finnish 
and Estonian. These authors showed that two mechanisms 
operate in parallel during speech perception: 1) detection of 
acoustic changes, which involves both hemispheres of the 
brain; 2) detection of phonematic changes, involving main-
ly the left hemisphere. Dehaene-Lambertz [7] also observed 
linguistic memory traces, by recording auditory ERP in the 
MMN paradigm to detect changes in MMN amplitude de-
pending on changes in syllables. These authors provided the 
fi rst recordings [3] of the effects of word frequency on the 
pattern of auditory MMN using a reversive oddball para-
digm. These studies showed that high-frequency words gen-
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erated auditory MMN with higher amplitude and shorter 
latency than low-frequency words. The authors put forward 
the hypothesis that memory traces for high-frequency 
words, stored in the cerebral cortex as interconnected dis-
tributed neuron populations, are activated. Word frequency 
is a measure of the frequency with which a word is used in 
native speech. The results provided evidence supporting the 
view that frequently used or high-frequency words are pro-
cessed differently from rarely encountered words, low-fre-
quency words, or pseudowords. It is suggested that speech 
perception activates distributed neural networks associated 
with word representations, the frequency of use of lexical 
units affecting these neural connections. In the case of fre-
quently used (high-frequency) words, strengthening of the 
neural representation leads to the generation of intrinsic 
MMN with greater amplitude and/or shorter latency.
 In this study, Russian-language material was used to 
test whether word frequency affects “intrinsic” MMN. It 
has repeatedly been suggested that there is an increase in 
MMN amplitude compared with the standard in responses 
to rare deviant stimuli because of differences in the “refrac-
toriness” (stimulus-specifi c adaptation) of neural popula-
tions tuned to the acoustic properties of the standard and 
deviant. Comparison with responses to deviant stimuli, or 
responses to physically identical stimuli presented among 
a multitude of equally probable sounds with the same prob-
ability as deviants in the oddball paradigm, or responses to 
physically identical stimuli presented with the same prob-
ability as the standard in the oddball paradigm has been 
proposed as an approach to answering this question [18, 
21, 28]. Use of these methods has confi rmed the existence 
of “intrinsic” MMN [1]. It should be noted that the opti-
mum ratio of standard and deviant stimulus presentation 
probabilities decreasing the contribution of the refractori-
ness of neurons to generating mismatch negativity, accord-
ing to published results [1], is a ratio of 85% standard to 
15% deviant stimuli. Our study compared intrinsic MMN 
waves produced in responses to high-, intermediate-, and 
low-frequency words presented in a passive multistimulus 
oddball paradigm. The paradigm used here was developed 
by Näätänen et al. [20]. It has the feature of allowing presen-
tation of one standard and several deviant stimuli, decreas-
ing the duration of the experiment and increasing the set of 
stimuli presented. A special role was assigned to selection 
of words with different frequencies, as it was important to 

defi ne their frequencies in conversational speech [2]. For 
the word frequency effect to infl uence MMN parameters in 
addition to detection of minimal word changes [21], three 
different-frequency words with maximal similarity to each 
other in terms of their physical properties (duration, spectral 
characteristics, etc.) were selected. In addition, an addition-
al version of the test was run, which included pseudowords 
constructed in compliance with these rules and analogous 
to real Russian words to study the possible effects of the 
acoustic properties of words on MMN.
 Methods. Two experimental variants were performed: 
A) with presentation of Russian-language words with dif-
ferent frequencies and B) presentation of pseudowords con-
structed according to the rules of the Russian language and 
constituting analogs of the words used in variant A. Each 
study variant involved 10 healthy subjects with good hear-
ing, who stated that they were right-handed, aged 23–28 
years, and who were native Russian-speakers. The study 
was approved by the St. Petersburg State University Ethics 
Committee.
 In variant A, stimuli were words with different fre-
quencies in Russian speech. Three words were selected, 
correspon ding to the CVC formula (consonant–vowel–con-
sonant), whose frequencies were determined using the New 
Frequency Dictionary of the Russian Lexicon and the 
Frequency Dictionary of Living Russian Speech [2]; values 
are given in Table 1.
 Each subject was presented with three sets of stimuli in 
pseudorandom order: 1) the low-frequency word chan1 as a 
standard stimulus and chas and chai (high- and intermedi-
ate-frequency words) as deviant stimuli; 2) the intermedi-
ate-frequency word chai as standard and chas and chan 
(high and low frequency, respectively) as deviant stimuli; 
3) the high-frequency word chas as standard stimulus and 
chai and chan (intermediate and low frequency, respectively) 
as deviants.
 In variant B, stimuli were pseudowords: shas, an ana-
log of the high-frequency word chas, shai, an analog of the 
intermediate-frequency word chai, and shan, an analog of 
the low-frequency word chan. Each subject was presented 

1  Translator’s note. The Russian words chan, chas, and chai mean 
vat, hour, and tea, respectively. In all three words the element cha 
is pronounced as cha in the English word chat. The same applies 
to the pseudowords, shan, shas, and shai, none of which has any 
meaning in Russian.

TABLE 1. Word Frequencies, Data from the New Frequency Dictionary of the Russian Lexicon and the Frequency Dictionary of the Living Russian Language

Word
Frequency of lemma, MWF 

(per million word forms)
Word frequency in living Russian 

speech, MWF

Chas 643.82 716.9

Chai 145.62 307.4

Chan 5.2 –
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with three sets of stimuli in pseudorandom order: 1) shan as 
the standard stimulus and shas and shai as deviant stimuli; 
2) shai as the standard and shas and shan as deviant stimuli; 
3) shas as the standard stimulus and shai and shan as devi-
ant stimuli.
 The study used a passive multistimulus oddball par-
adigm in which deviant stimuli (Dx, Dy) were distributed 
among standard stimuli (S). The probability that a deviant 
stimulus would appear among standard stimuli was deter-
mined by the ratio 85% S to 15% D, which has been indi-
cated in [1, 11] to be optimum in terms of decreasing the 
contribution of neuron refractoriness to the generation of 
mismatch negativity.
 Stimuli were synthesized using Acapela Group Virtual 
Speaker (female voice) Duration was 385 msec. Each study 
variant involved presentation of stimuli differing from each 
other only in terms of the last phoneme. The point at which 
the last phoneme was substituted was termed the divergence 
point. The interval from the beginning of stimulus presenta-
tion to the divergence point was 240 msec (Fig. 1). Thus, the 
stimuli were absolutely identical from the start of presentation 
to the divergence point. The poststimulus interval was 500 
msec with randomization to 50 msec. Totals of 1334 stimuli 
in pseudorandom order were presented in each condition.

 The physical properties of stimuli (amplitude, dura-
tion, intensity, spectral properties) were as similar as possi-
ble. Thus, the acoustic contrast between the standard and 
the deviant was identical in all three combinations.
 The total duration of the experiments was 90 min. 
During this time, three sets of stimuli from variant A and 
three sets of stimuli from variant B were presented to the 
subject each of about 25 min duration. The subject ‘s task 
was to remain as relaxed as possible and watch a silent vid-
eo on the monitor screen positioned opposite, without any 
requirement to pay attention to the stimuli presented.
 EEG recording. During the study, subjects were placed 
in an acoustically insulated room and watched a soundless 
video on a monitor screen. Words were presented using the 
program Presentation binaurally via headphones at a com-
fortable sound level (50 dB). EEG recordings were made 
using silver chloride electrodes positioned on the surface of 
the head in leads F3, Fz, F4, C3, Cz, and C4 on the interna-
tional 10–20 scheme [12]. The reference electrode was lo-
cated on the tip of the nose and the ground electrode was 
placed on the forehead. Electrical artifacts evoked by eye 
movements were tracked by recording the electrooculo-
gram. Electrode resistance was no greater than 5 kΩ. Signals 
were digitized at a sampling frequency of 250 Hz and were 

Fig. 1. Oscillograms of stimuli: a) words; b) pseudowords. Horizontal axes show stimulus duration, msec. Total stimulus 
duration was 385 msec; stimulus beginnings (the fi rst two phonemes) lasted 240 msec; dashed lines show the divergence 
points of the stimuli; the last phoneme, responsible for the differences between the stimuli, lasted 145 msec.
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fi ltered in the band 1–30 Hz. The isoline was corrected us-
ing the 100 msec prestimulus interval. Epochs in which the 
EEG and EOG signals were greater than 100 μV were re-
garded as artifacts and were eliminated from the analysis. 
ERP data in which the number of artifacts for deviant or 
standard stimuli was greater than 15% were also excluded 
from subsequent group analysis.
 EEG recordings were made using a Mitsar 24-channel 
digital encephalograph (bandpass 0.05–70 Hz) and WinEEG 
software for recording and processing electroencephalograms 
(V. A. Ponomarev, Bekhtereva Institute of the Human Brain, 
Russian Academy of Sciences). This experimental design 
provides for obtaining and analyzing intrinsic MMN, as one 
and the same stimulus is presented at the probability of the 
standard and also at the probability of the deviant. Intrinsic 
MMN was calculated as the difference between the respons-
es to a given stimulus presented as deviant and as standard. 
Peak latency was calculated individually for each subject. 
The MMN peak was identifi ed as the high-amplitude nega-
tive wave with latency 100–200 msec. For statistical analysis, 
an interval of 76–200 msec was selected for MMN in vari-
ant A and an interval of 162–262 msec for variant B. Results 
were assessed statistically by analysis of variance (ANOVA) 
in SPSS using the Bonferroni correction. A three-factor mod-
el with the factors “Stimulus type” (number of levels 3: low-, 
intermediate-, and high-frequency stimuli), “Condition” 
(number of levels 2: standard and deviant), and “Lead” (num-
ber of levels 6: F3, Fz, F4, C3, Cz, and C4) was used.
 Results. Variant A with different-frequency Russian-
language words. Comparison of ERP to stimuli presented as 
standards revealed no signifi cant differences from the be-

ginning of presentation to the divergence point (p > 0.2 for 
the frontal leads (Fig. 2, a). After the divergence point, there 
were also no differences in evoked potentials, including in 
the interval 76–200 msec (p > 0.05), which was the period 
with the greatest spread of values.
 Analysis of variance for repeat measures of ERP to de-
viant stimuli revealed signifi cant infl uences of the factors 
“Stimulus type” (F(1,762) = 7.682, p = 0.003), “Condition” 
(F(1,872) = 5.871, p = 0.004), and the interaction of the “Sti-
m ulus type” × “Condition” factors (F(1,754) = 6.185, p < 0.004) 
on the amplitude and latency of responses in the interval 
76–200 msec. Pairwise comparison showed that the ampli-
tude and latency of the wave for the deviant high-frequency 
word chas was signifi cantly different from the amplitude 
and latency of the wave for the deviant intermediate-fre-
quency word chai (p = 0.001) and the amplitude of the wave 
for the deviant low-frequency word chan (p = 0.006); sig-
nifi cant differences were also seen between deviant re-
sponses for the pair of intermediate- and low-frequency 
words chai and chan (p = 0.022).
 As a result, determination of intrinsic MMN for words 
(calculated as the differences between responses to the same 
stimulus presented as deviant and as standard) revealed signif-
icant effects on the amplitude and latency of intrinsic MMN in 
the interval 76–200 msec for the factors “Stimulus type” 
(F(1,771) = 104.753, p = 0.001), “Condition” (F(1,824) = 36.136, 
p = 0.001), and the interaction of the “Stimulus type” and 
“Condition” factors (F(1,782) = 54.881, p = 0.001) (Fig. 3). 
Pairwise comparisons showed that the amplitude and laten-
cy of the intrinsic MMN of the high-frequency word chas 
were signifi cantly different from the amplitude and latency 

Fig. 2. Event-related potentials to stimuli presented as standards: a) words; b) pseudowords. Overall results for frontal leads 
are shown (number of subjects = 10). Horizontal axes show ERP latent periods, msec; vertical aces show ERP response 
amplitudes, μV. Traces of ERP waves correspond to stimuli as follows: thin line – low-frequency word and its analog; dotted 
line – intermediate-frequency word and its analog; thick line – high-frequency word and its analog.
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of the intrinsic MMN of the intermediate-frequency word 
chai (p = 0.001) and also from the amplitude and latency of 
the MMN of the low-frequency word chan (p = 0.001). In 
addition, there were also signifi cant differences between the 
intrinsic MMN of pairs of intermediate- and low-frequency 
words chai and chan (p = 0.001).
 Variant B with pseudowords. Comparison of ERP to 
stimuli presented as pseudowords revealed no signifi cant dif-
ferences (before the divergence point) (F(2) = 0.438, p > 0.3) 
or after the divergence point in the interval 162–262 msec 
(F(2) = 4.510, p > 0.05) (Fig. 2, b).
 Analysis of variance for repeat measures of ERP to de-
viant stimuli demonstrated signifi cant infl uences of the 
“Condition” factor (F(1,127) = 40.962, p = 0.001) and the in-
teraction of the “Stimulus type” and “Condition” factors 
(F(1,386) = 28.819, p = 0.001) on the amplitude and latency of 
responses in the interval 162–262 msec. Pairwise compari-
son showed that the amplitude and latency of the wave of 
the deviant high-frequency word analog shas were signifi -
cantly different from the amplitude and latency of the wave 
for the deviant intermediate-frequency word analog shai 
(p = 0.001), and from the amplitude and latency of the wave 

for the deviant low-frequency word analog shan (p = 0.002). 
In addition, signifi cant differences were also seen between 
deviant responses for the pair consisting of the intermediate- 
and low-frequency pseudowords shai and shan (p = 0.001).
 As a result, determination of intrinsic MMN for 
pseudowords revealed signifi cant infl uences for the “Stim u-
lus type” factor (F(1,243) = 26.776, p < 0.037) and the inter-
action of the “Stimulus type” and “Condition” factors 
(F(1,476) = 7.185, p < 0.003) on response amplitude and laten-
cy in the interval 162–262 msec (Fig. 3). Pairwise compari-
sons showed that the amplitude and latency of the intrinsic 
MMN of the high-frequency word analog shas were signifi -
cantly different from the amplitude and latency of the intrin-
sic MMN of the low-frequency word analog shan (p = 0.014). 
There were no signifi cant differences between the amplitude 
and latency of the intrinsic MMN of the intermediate-fre-
quency word analog shai and the other two analogs (of high- 
and low-frequency words), shas and shan (p = 0.859 and 
p = 0.106, respectively).
 Comparison of the intrinsic MMN of words and the 
intrinsic MMN of pseudowords using analysis of vari-
ance for repeat measures revealed signifi cant effects of 

Fig. 3. Intrinsic MMN for words and pseudowords: a) low-frequency word and its analog; b) intermediate-frequency 
word and its analog; c) high-frequency word and its analog. Overall results for the frontal leads are shown (number 
of subjects = 10). The horizontal axes show latent periods of ERP responses, msec; the vertical axes show the amplitude 
of ERP responses, μV. The maximum intrinsic MMN amplitude peak is identifi ed by the marker, with indication of 
latency, msec. Continuous lines show MMN waves for the word; dotted lines show MMN waves for pseudowords.
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the “Condition” factor (F(1,000) = 12.911, p = 0.002), the 
“Stimulus type” factor (F(1,438) = 369.360, p = 0.001), and 
the interaction of the “Stimulus type” × “Condition” factors 
(F(1,114) = 3.607, p = 0.05) on MMN amplitude and latency. 
Pairwise comparisons revealed differences between the am-
plitudes and latent periods of the intrinsic MMN of words 
and the amplitudes and latent periods of the intrinsic MMN 
of pseudowords (p = 0.002). The amplitude of the intrinsic 
MMN to pseudowords was signifi cantly greater than the 
amplitude of intrinsic MMN to words, for example a more 
than two-fold difference in the case of the low-frequency 
word and its analog (Fig. 4, a). The latency of the intrin-
sic MMN to the pseudoword was also signifi cantly greater 
than the latency of the MMN peak for the word, the differ-
ences between mean values reaching 53 and 76 msec for 
the MMN of high-frequency and intermediate-frequency 
words, respectively (Fig. 4, b).
 The absence of any signifi cant interaction between the 
“Stimulus type” × “Condition” × “Lead” factors in the two 
blocks is evidence that the potentials recorded to the deviant 
and standard stimuli had identical topographic distributions 
across the brain surface.
 Discussion. Analysis of MMN for words showed a 
signifi cant increase in MMN amplitude in the period 76–
200 msec during processing of the high-frequency word as 
compared with the intermediate- and low-frequency words, 
as well as during processing of the intermediate-frequency 
word as compared with the low-frequency word. Changes 
in the amplitude of the MMN wave cannot be explained 
solely by their acoustic differences, as these were minimal, 
but probably represent detection of the effects of word fre-
quency. A previous study [3] showed that MMN amplitude 
on processing of a high-frequency word was markedly 
greater than MMN amplitude for a low-frequency word and 
that MMN latency for a low-frequency word was signifi -
cantly greater than the latency for a high-frequency word. 

The authors used two different-frequency words as stimuli, 
though pseudowords were not used. These data are consis-
tent with the results obtained in our study. We showed that 
the pattern of intrinsic MMN differed signifi cantly between 
words of different frequencies (p = 0.001): the greater the 
frequency, the greater the amplitude and the shorter the la-
tent period of intrinsic MMN. It is important to note that in 
the case of the low-frequency word, determination of the 
latency of the intrinsic MMN can be quite arbitrary, as the 
amplitude of the deviation of the MMN wave was low and 
local low-amplitude peaks barely differed from each other.
 Thus, testing of the hypothesis that word frequency af-
fects MMN parameters in auditory event-related potentials 
using a different, multideviant, paradigm with calculation 
of intrinsic MMN for entirely different pairs of words with 
different frequencies confi rms the initial hypothesis [3].
 In the present study, the possible infl uence of minimal 
acoustic differences on intrinsic MMN was evaluated using 
pseudowords differing from words only in the fi rst phoneme 
and were subsequently identical in terms of acoustic proper-
ties to words. Comparison of ERP for pseudowords showed 
that the pattern of the intrinsic MMN differed signifi cantly 
only in one case: between the pair shan-shas (p < 0.015), 
while there was no signifi cant difference for the pairs shas-
shai and shan-shai.
 Another important characteristic of MMN for pseu-
dowords consisted of signifi cant differences from MMN for 
words in terms of both the amplitude and the latency of the 
MMN peak. It should be noted that the latent periods of in-
trinsic MMN for pseudowords were in a completely differ-
ent time range. They were signifi cantly longer than those of 
intrinsic MMN for words, and were in the range 162–262 
msec, as compared with 76–200 msec. The amplitudes of 
intrinsic MMN waves to the pseudoword were signifi cantly 
greater than the amplitude of the intrinsic MMN wave to the 
word. As regards the ratio of MMN amplitudes for different 

Fig. 4. Histograms comparing intrinsic MMN waves for stimuli: a) intrinsic MMN amplitude; b) intrinsic MMN latency. 
Overall results are shown for the frontal leads (number of subjects = 10). The horizontal axes show stimuli: 1) low-frequency 
word and its analog; 2) intermediate-frequency word and its analog; 3) high-frequency word and its analog (white columns 
show words; dark columns show pseudowords); the vertical axis in a shows MMN response amplitude, μV, and the vertical 
axis in b shows MMN response latency, msec.
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pseudowords, these were in some sense reminiscent of data 
on MMN for words (the analog of the high-frequency word 
produced the response with the greatest amplitude, while 
the analog of the low-frequency word produced the weakest 
response), though there were no signifi cant differences be-
tween the pair shan-shas or between the pairs shas-shai 
and shan-shai.
 Secondly, the amplitudes of intrinsic MMN waves to 
pseudowords were signifi cantly greater than the amplitudes 
of intrinsic MMN waves to words. All this suggests that our 
data on the characteristics of MMN to words and pseudowords 
cannot be explained only in terms of the acoustic features of 
the stimuli. To explain the signifi cant increases in MMN am-
plitude and latency when pseudowords were used, we should 
remember that the appearance of a deviant with characteris-
tics sharply different from those of standards has in some 
studies produced sharp increases in neurons (responses to 
so-called novel stimuli) [17, 18]. It may be that presentation 
of verbal stimuli consisting of pseudowords is linked with 
slow processing and failure to complete semantic identifi ca-
tion. This leads on the one hand to an increase in the duration 
of the process and, on the other, to mismatch negativity be-
ing generated not to the contrast of high-frequency/low-fre-
quency words but to the word/pseudoword contrast, result-
ing in a sharp increase in MMN latency to pseudowords and 
a signifi cant increase in MMN amplitude, which cannot be 
explained solely in terms of the acoustic characteristics of 
the stimuli. It can be suggested that we observed a tendency 
to a later and imprecise recognition of rarely encountered 
low-frequency words or completely unfamiliar stimuli, 
which take longer to classify. In this regard, it has to be rec-
ognized that the pseudowords used as a control procedure in 
this paradigm cannot be an optimum solution, considering 
the results obtained on the properties of pseudoword percep-
tion and the fact that that it could potentially be affected by 
the similarity of a pseudoword to one word or another (with 
different frequencies).
 Overall, these data support the hypothesis that word 
frequency infl uences MMN amplitude and latency. In fact, 
superfast neural access to lexical information has been 
demonstrated, possibly by 100–200 msec [24]. Such an early 
cerebral response to lexical stimuli can be explained by the 
distributed neural network present in the brain – the “word 
network” [23], which forms during the language acquisition 
process. The greater MMN amplitude to high-frequency 
words as compared with low-frequency words may refl ect 
activation of long-term memory traces. It would seem that 
we are dealing with a widely distributed network of neuronal 
ensembles, involved in processing speech and language. 
Instantaneous activation of such a network leads to a rapid, 
almost simultaneous activation of all its connections, which 
we see as MMN. The magnitude of this type of cerebral re-
sponse must depend on the strength of the internal connec-
tions formed by memory [13, 24, 28]. The distributed neural 
“word network” is thus due to at least two speech processes: 

perception and motor function. Other mechanisms required 
for processing incoming information (presentation modality, 
semantics of the word being processed, etc.) are also added 
in. Such “word networks” are formed by short and long neu-
ral connections, whose complexity depends on the quantity 
and frequency of activation. When neurons are activated si-
multaneously, the synaptic connections between them are 
strengthened [3, 33]. Thus, frequently used words lead to 
strengthening of neuron connections active during process-
ing, as there is constant simultaneous activation of neurons 
in those parts of the cortex involved. These concepts provide 
an explanation for the differences seen in intrinsic MMN for 
different-frequency words.
 This study was supported by the Russian Humanities 
Scientifi c Foundation (Project No. 15-06-10806).
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